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SUMMARY In this paper, we propose a file replication method to
achieve load balancing in terms of write access to storage device (“write
storage access load balancing” for short) in unstructured peer-to-peer (P2P)
file-sharing networks in which the popularity trend of queried files varies
dynamically. The proposed method uses a write storage access ratio as a
load balance index value in order to stabilize dynamic P2P file-sharing en-
vironments adaptively. In the proposed method, each peer autonomously
controls the file replication ratio, which is defined as a probability to create
the replica of the file in order to uniform write storage access loads in the
similar way to thermal diffusion phenomena. Theoretical analysis results
show that the behavior of the proposed method actually has an analogy to
a thermal diffusion equation. In addition, simulation results reveal that the
proposed method has an ability to realize write storage access load balanc-
ing in the dynamic P2P file-sharing environments.
key words: P2P file sharing, file replication, write storage access load
balancing, thermal diffusion, dynamic environment

1. Introduction

Unstructured peer-to-peer (P2P) file-sharing networks [1]
require a mechanism to find queried files certainly and
quickly, because these networks have no mechanism to man-
age file locations in the network. A mechanism to enhance
file search performance is to make replicas of files so as
to increase the total number of files in the network [2],
[3]. However, if files are frequently replicated in particu-
lar peers that are easily accessed by a lot of peers in order to
enhance reliability and response speed to find queried files,
storage accesses, i.e., loads, are biased toward these peers
[4]. Therefore, unstructured P2P file-sharing networks also
require an access load balancing mechanism in order to sta-
bilize themselves.

P2P file-sharing networks are usually dynamic envi-
ronments. For instance, a network topology of a P2P file-
sharing network keeps changing due to departure and par-
ticipation of peers, query distribution in a P2P file-sharing
network also keeps changing due to appearance of new files,
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and so forth. Therefore, a load balancing mechanism must
adaptively stabilize such a dynamic P2P file-sharing envi-
ronment. Furthermore, P2P file-sharing networks are large-
scaled, and therefore, a load balancing mechanism should
be not centralized but autonomous and distributed.

In the previous study [5] we proposed a file replication
method inspired by thermal diffusion phenomena, which can
balance loads of peers in an autonomous and distributed
manner. However, we did not considered adaptability of the
file replication method to the dynamic environment. In the
previous method, the load of a peer is defined as the stor-
age utilization ratio that is the ratio of the amount of files
to storage capacity. Since the storage utilization ratio is a
cumulative value with the upper limit value, the previous
method cannot distinguish loads of peers when the storage
utilization ratios of the peers reach the upper limit value.
Therefore, once the storage is saturated with files, the previ-
ous method can no longer adaptively stabilize the dynamic
environment.

In the present paper, we focus on adaptability of the
replication method to the dynamic P2P file-sharing environ-
ment. We propose a file replication method using the write
storage access ratio as the index of the load of a peer, which
is a temporal variation of the frequency of write access to
storage device. We focus on write access to storage device
because it immediately arises from the consequence of file
replications. The proposed file replication method is also
inspired by thermal diffusion phenomena as our previously
proposed method in [5]. The write storage access ratios of
all or most peers cannot hardly become equal to the upper
limit value, and therefore, we expect that the write storage
access ratio can be used for sensing a change of the dynamic
environment.

The present paper is organized as follows. Section 2
briefly describes related research. Section 3 presents the
definition of the write storage access ratio as the load of a
peer and a file replication method using the write storage
access ratio. In addition, an analogy between the proposed
replication method and a diffusion equation is analytically
shown in Sect. 3. Section 4 shows the results of simulations.
Section 5 gives the conclusions.

2. Related Research

In the present paper, we present a method to dynamically
balance loads of peers in unstructured P2P file-sharing net-
works, using an analogy to thermal diffusion phenomena.

Copyright c© 2010 The Institute of Electronics, Information and Communication Engineers
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We here describe studies on dynamic load balancing in un-
structured P2P file-sharing networks and studies that use a
diffusion scheme as methodology.

2.1 Load Balancing for File-Sharing Networks

Various file replication methods in unstructured P2P file-
sharing networks have been studied [2], [3], [5]–[7].

The path replication method [2] creates replicas of
queried files on all the peers on the successful search path.
The path replication method can achieve near optimal search
performance. In [6], in order to improve the search per-
formance of the path replication method, a file replication
method that creates replicas of files on the peers on the suc-
cessful search path with probabilities that are determined
based on the global information about the network, i.e., the
rank of the item’s query rate among all data items. Although
these methods have good search performance, they do not
consider load balancing performance.

The path random replication method creates replicas of
queried files on the peers on the successful search path with
constant probability. The path random replication method
can reduce the overall storage load of the P2P network,
which comes from file replications, compared with the path
replication method. However, the path random replication
method does not have the mechanism to balance the imbal-
ance in load distribution.

On the other hand, we have proposed file replication
methods for load balancing in unstructured P2P file-sharing
networks in [5] and [7]. These methods can balance loads
in networks, where the storage utilization ratio mentioned in
Sect. 1 is adopted as the load of a peer. These methods are
probabilistic replication schemes, which create replicas of
files in peers on a successful search path with a certain prob-
ability. This probability is referred to as replication proba-
bility. The file replication method presented in [5] controls
the replication probability of all peers to obtain the local
equilibrium of storage utilization ratios as thermal diffusion
phenomena. Since this method uses only local information,
the method works in an autonomous and distributed man-
ner. This method can broadly tune a performance trade-off
between search and load balancing, however, adaptability to
the dynamic environment is not considered.

2.2 Diffusion Scheme as Methodology

In [8], [9] and [10], dynamic load balancing methods based
on a diffusion equation have been studied for distributed
computing. In [11], the authors have surveyed load balanc-
ing methods in grid computing, and address the new chal-
lenges in this area. These load balancing methods are all
dynamic and distributed, because systems to which they are
applied are large-scaled and dynamic.

In [12], a diffusive scheme is used for a routing mech-
anism in sensor networks. A data dissemination paradigm
is developed for the routing mechanism. The authors refer
to this paradigm as directed diffusion. This method forms

a gradient field from local information, and then packets
are propagated on the gradient field as diffusion phenom-
ena. The goal of this method is to obtain high robustness
and achieve low energy consumption. In [13], a diffusive
scheme is used for decentralization of traffic in high speed
networks. This method autonomously decentralizes packets,
which are buffered in nodes, using only local information in
order to avoid concentration of packets on some nodes in a
high speed network. The authors used the diffusion equation
in order to determine the parameters in the diffusive scheme.

In [14], a sensor network topology is created with
a concept of reaction-diffusion phenomena. The authors
adopt a reaction-diffusion model to a sensor network in or-
der to create a topology for periodic data gathering. The
goal of this method is to create a network topology with low
energy consumption and low latency. In [15], a P2P file-
sharing network is modeled as diffusion phenomena. The
authors adopt epidemic model of mathematical biology to a
hybrid P2P file-sharing network. And then, the authors at-
tempt to get a file propagation model, using stateful nodes
and local information.

The above-mentioned methods and the proposed
method are similar in that they are inspired by thermal dif-
fusion phenomena. However, they are different in the ob-
served objects for controlling the network, the controlled
objects based on the observation, and the purpose of the con-
trol. Therefore, we can not compare these methods with our
proposed method without translating these methods each
other.

3. File Replication Using Write Storage Access Ratio

In this section, we define the write storage access ratio as a
load index and a file replication method using this index.

3.1 Difference between Previous and Present Methods

In the previous study [5] we proposed a file replication
method with analogy to thermal diffusion for achieving
write storage access load balancing. The replication method
creates replicas of queried files on the successful search
path, on which queries of files are transferred to retrieve.
Our objective in the previous study was not only to achieve
good search performance, but also to achieve write stor-
age access load balancing in an autonomous and distributed
manner. Here, we adopted the storage utilization ratio as
the load of a peer. The storage utilization ratio is the ra-
tio of the amount of files to storage capacity. This method
can broadly tune the performance trade-off between search
and write storage access load balancing. This method is a
probabilistic replication scheme, which create replicas of
files in peers on the successful search path. Then, loads
can be balanced by controlling the replication probabilities
in peers, which are probabilities to replicate the transfered
file. The replication probability of a peer is determined with
storage utilization ratios of neighboring peers to obtain the
local equilibrium of storage utilization ratios. System be-
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havior induced by this control mechanism is analogous to
thermal diffusion phenomena, which means that equalizing
local thermal gradients results in thermal systems achieving
uniform temperature.

The previously proposed method dynamically allocates
replicas of files using the differences in the write storage
access load among peers, and can therefore balance write
storage access loads. However, we found that the storage
utilization ratio is not suitable for the index of the load. One
reason for this is that the storage utilization ratio is a cumu-
lative number of stored replicas, and therefore, would not
be an appropriate value when access concentration occurred
during a short period of time, which would affect the sys-
tem largely. Another reason is that the storage utilization
ratio has the upper limit value, so there is no difference in
the storage utilization ratio among peers with fully occupied
storage. Therefore, the replication method can not know the
difference in the load among these peers.

In this section, we propose a file replication method for
write storage access load balancing to adaptively stabilize
the dynamic environment. The proposed method is based
on the previous study [5], in which we used an analogy to
thermal diffusion phenomena. However, unlike the previous
study, in the proposed method, we adopt the write stor-
age access ratio, which is a temporal variation of the access
frequency, as the load of a peer. Since the write storage ac-
cess ratio is a temporal variation of the access frequency and
has no convergence value, the write storage access ratio is
expected to be a good index of loads in the dynamic envi-
ronment. In addition, the thermal diffusion-based method is
expected to be able to balance loads of peers in a dynamic,
distributed, and autonomous manner. We then compare the
proposed method and our previous method through simula-
tions.

3.2 Write Storage Access Ratio

There are two types of storage loads caused by file replica-
tions from a quantitative point of view, namely cumulative
load and momentary load. These correspond to utilization of
storage and access to storage, respectively. The former load
represents consumption of storage capacity. The latter load
represents consumption of CPU resource, network commu-
nication processing resource, device accessing resource, and
so forth. In the previous study [5], we adopted the former,
referring to the ratio of the amount of files to storage capac-
ity as the storage utilization ratio. In the present study, we
adopt the latter. The storage access load is classified into
two types: read access to storage device and write access
to storage device. In this paper, we are interested in the
storage loads that immediately arise from the consequence
of file creations and deployments. Therefore, we focus on
write access to storage device. However, since load balanc-
ing in terms of write access to storage device would realize
uniform deployment of replicas on peers in the network, we
can expect that it realizes load balancing in terms of read
access to storage at the same time. We herein refer to the

frequency of writing accesses to storage per unit time as the
write storage access ratio. The write storage access ratio is
a temporal variation of access frequency, on the other hand,
the storage utilization ratio is cumulative value of access.
Although the storage utilization ratio increases monotoni-
cally with time up to the upper limit value, the write storage
access ratio may not converge. Therefore, the write storage
access ratio can be used as an index to control file-sharing
networks at any time.

The write storage access ratio is defined with access
histories. For simplicity, we regard the time variable t as
discrete. A search and file replication are carried out at
each discrete time. If we define the write storage access
ratio L(x, t) as the simple moving average (SMA) [16] of
time-series data of access history I(x, t), each peer requires
a memory that can store N access histories. Here, I(x, t) is
an access on the x-th peer at t, that is, I(x, t) = 1 if accessed
and I(x, t) = 0 if not accessed, N is the time used to derive
the average write storage access ratio. In order to reduce
the amount of memory required, we define the write stor-
age access ratio as modified moving average (MMA) [16]
of time-series data of access history I(x, t):

L(x, t) =
1
N

(
I(x, t − 1) + (N − 1)L(x, t − 1)

)
, (1)

where L(x, t) satisfies the inequality 0 ≤ L(x, t) ≤ 1. From
Eq. (1), it follows that the write storage access ratio at the
current time, L(x, t), can be determined using only two val-
ues. These values are I(x, t − 1), the access history at t − 1,
and L(x, t − 1), the write storage access ratio at t − 1.

3.3 File Replication Method

The file replication method in the present paper is described
in the previous study [5]. However, we briefly introduce
this method in this subsection. In thermal diffusion, a non-
uniform temperature distribution becomes uniform as a re-
sult of the integrating actions of local thermal conduction.
Similarly, in write storage access load balancing in P2P file-
sharing networks, we assume that actions of local interac-
tions are integrated and then the non-uniform distribution
of storage loads, i.e., write storage access ratios, becomes
uniform.

First, we introduce an operator D to L(x, t). The op-
erator D derives a new function DL(x, t) from the function
L(x, t), where DL(x, t) is defined as the difference between
the write storage access ratio of the peer and the average
of its neighboring peers. That is, DL(x, t) is given by the
following equation:

DL(x, t) =
1

d(x)

d(x)∑
i=1

L(xi, t) − L(x, t), (2)

where xi (i = 1, . . . , d(x)) is a peer adjacent to x, and d(x) is
the degree of peer x. From 0 ≤ L(x, t) ≤ 1, DL(x, t) satisfies
the inequality −1 ≤ DL(x, t) ≤ 1. Equation (2) reduces to
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DL(x, t) =
1

d(x)(d(x) − 1)∑
i< j

{
(L(xi, t) − L(x, t)) −

(
L(x, t) − L(x j, t)

)}
. (3)

This equation has an analogy to the second derivative of a
function f (x):

d2 f (x)
dx2

= lim
δx→0

f (x+δx)− f (x)
δx − f (x)− f (x−δx)

δx

δx
.

Therefore, D on networks corresponds to the Laplacian, Δ =
∇2, which is second derivative.

Using DL(x, t), we can determine how much bigger or
smaller a storage load of peer x is compared to those of its
neighbors. Therefore, we define the file replication prob-
ability of peer x at t, P(x, t), as a function of DL(x, t). If
P(x, t) is a linear function of DL(x, t), we can naively obtain

P(x, t) =
1
2
+

1
2

DL(x, t), (4)

because −1 ≤ DL(x, t) ≤ 1. However, from a practical
point of view, P(x, t) should be more flexible in order to set
the sensitivity of P(x, t) to DL(x, t). Therefore, we modify
P(x, t) as follows:

P(x, t) =
1
2
+

1
2

tanh
(
μ + λ tanh−1 DL(x, t)

)
, (5)

where λ and μ are parameters. The meaning of these pa-
rameters is discussed in Sect. 3.4. Figure 1 shows several
instances of P(x, t) for combinations of μ = 0 and several
values of λ.

In the following, we show that existing schemes, path
replication and path random replication, are involved in the
proposed method as its special cases. First, when λ = 0 in
Eq. (5), we obtain

P(x, t) =
1
2
+

1
2

tanh(μ). (6)

The file replication probability P(x, t) in Eq. (6) is indepen-
dent of the write storage access ratio L(x, t). Therefore, our
proposed scheme with λ = 0 is equivalent to path random
replication, which creates replicas of queried files on the

Fig. 1 Examples for P(x, t).

peers on the successful search path with constant probabil-
ity. For example, when μ = 0 in Eq. (6), we obtain

P(x, t) =
1
2
,

which represents the path random replication with replica-
tion probability of 0.5. In addition, when μ → ∞ in Eq. (6),
we obtain

P(x, t) = 1,

which represents the path replication.

3.4 Analogy to Thermal Diffusion

In this subsection, we show analytically that the proposed
method has an analogy to a thermal diffusion equation. This
analogy is justified by the fact that the state equation of the
write storage access ratio has the diffusion term.

First, Eq. (1) is transformed to

L(x, t) − L(x, t − 1) =
1
N

(
I(x, t − 1) − L(x, t − 1)

)
.

Here, we consider continuous form of this discrete equation
given by

L(x, t + δt) − L(x, t)
δt

=
1
N

(
I(x, t) − L(x, t)

)
.

Therefore, when δt → 0, we obtain

dL(x, t)
dt

=
1
N

(
I(x, t) − L(x, t)

)
. (7)

We regard Eq. (7) as a state equation at time-space
point (x, t). In addition, although I(x, t) is a variable of
time-space point (x, t), we replace I(x, t) with its expecta-
tion value in order to see the characteristics of Eq. (7). The
expectation value of I(x, t) is given by the probability of an
access which is expressed by the product of Ppath(x, t) and
Preplica(x, t) as

Ppath(x, t) · Preplica(x, t), (8)

where Ppath(x, t) represents the probability of being on ran-
dom walk path of query, and Preplica(x, t) represents the
replication probability. By substituting Eq. (8) into I(x, t)
in Eq. (7), we obtain

dL(x, t)
dt

=
1
N

(
Ppath(x, t) · Preplica(x, t) − L(x, t)

)
. (9)

We then analyze mathematically the scheme when
replication probability is given by Eq. (5). By applying
Maclaurin expansion to the replication probability (5) for
DL(x, t) ∼ 0 and μ ∼ 0, we obtain

Preplica(x, t) 	 1
2
+

1
2

(μ + λDL(x, t)) . (10)

By substituting Eq. (10) into Preplica(x, t) in Eq. (9), we ob-
tain
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dL(x, t)
dt

=
1
N

(
Ppath(x, t)

(
1
2

(1 + μ)

+
1
2
λDL(x, t)

)
− L(x, t)

)
. (11)

Finally, if the query is on the search path, i.e., Ppath(x, t) = 1,
we obtain

dL(x, t)
dt

=
1 + μ
2N

+
λ

2N
DL(x, t) − 1

N
L(x, t). (12)

The left side of Eq. (12) is a time variation of the write stor-
age access ratio, and three terms in the right side are a heat
term, a diffusion term and a reaction term, respectively.

In the state Eq. (12), there is a diffusion term. This sug-
gests that a time variation of the write storage access ratio
is diffused spatially. Therefore, we can expect that the write
storage access ratio is uniformed spatially.

We discuss the meaning of λ and μ. Since the heat term
(the first term of the right side) in the state Eq. (12) has μ,
we can expect that the greater μ is, the greater write storage
access ratio L(x, t) is. When we set μ to be large, we expect
that search performance becomes high and load balancing
performance becomes low. On the other hand, since the dif-
fusion term (the second term of the right side) in the state
Eq. (12) has λ as coefficient of DL(x, t), we can expect that
the greater λ is, the higher sensitivity of a variation of the
write storage access ratio L(x, t) is. When we set λ to be
large, we expect that sudden deterioration of the unbalance
in the write storage access ratio L(x, t) recovers sooner. We
will demonstrate our mentioned expectations here through
simulations in Sect. 5.

4. Simulation

We examine the adaptability of the replication methods in a
dynamic P2P environment through simulations. Correctly,
we observe the variation of search and load balancing per-
formances with time in the dynamic P2P environment. We
here focus only on change in popularity trends of files as a
factor in causing the dynamic P2P environment. It is possi-
ble to cause sudden change in write storage access load dis-
tribution among peers by the change in popularity trends of
files. The P2P file-sharing environment without the change
in the popularity trends of files is stable and homogeneous.
In this section, we compare the proposed method and the
previous method [5]. The previous method uses the storage
utilization ratio, rather than the write storage access ratio, as
the load, L(x, t).

4.1 Simulation Model

The configuration of the P2P network simulation model is
described as follows.

The total number of peers in the network is 10,000,
and the total number of links between peers is 20,000. The
topology of the P2P network in the simulation model is gen-
erated by the algorithm described in [17], where the maxi-
mum degree is 625. The topology follows a power law with

Fig. 2 Degree distribution.

respect to the distribution of degrees. In Fig. 2, the degree
distribution of peers in this network is shown. The present
paper does not consider dynamic changes in network topol-
ogy.

The maximum storage capacity of each peer is 40.
Each file consumes one unit of storage, so that the maxi-
mum number of files that a peer can hold is 40. When the
storage of a peer is full and a request for a replica of a re-
quested file arrives at the peer, the oldest file is replaced by
the requested file (FIFO replacement discipline).

The query forwarding method used in the present paper
is a 16-walker random walk [3]. All walkers, each with a
query, are allowed up to 100 hops in each file search, and it
is possible for a walker to revisit the same peer one or more
times. In one run of the simulation model, the search for a
requested file is repeated in a one-by-one manner 250,000
times, and a peer that makes a query is chosen randomly.

The total number of file types in the network is 10,000,
with 10 files initially allocated over the network for each
type of file. This initial distribution of 100,000 files is ran-
dom, but is determined in the same way each time the simu-
lation model is run.

A file type requested by each peer is determined with
Zipf’s law. This means that a popularity trend of files is
represented by Zipf’s law y ∝ R−1, where y is the number
of requests for a file type that is ranked R-th. For example,
the file request probabilities of the 1st, 2nd, and 3rd ranked
types are 7.5%, 4.4%, and 3.1%, respectively.

Ranks of only 100 types of files among all of files vary
every 1,000 units of time. For example, the top 100 ranks
of file types are removed and then other file types of from
101-th to 10,000-th ranks slide in the direction of first rank.
Finally, new 100 types of files are added as the 9,901-th to
the 10,000-th ranks of file types. Note that queries for files
ranked high have a majority under the condition that the dis-
tribution of popularity trend of queried files follows Zipf’s
law. Therefore, the replacement of files ranked high based
on the above model can represent an abrupt change in popu-
larity trend of queried files. Therefore, we can consider that
the simulation model adopted in this paper is an approxima-
tion of abrupt change in popularity trend observed in the real
world or more. The reason we adopt this simulation model
is that we want to focus on adaptability of the replication
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method to the dynamic P2P file-sharing environment. That
is, we expect the P2P file-sharing system that can adapt to
abrupt change in access frequency can also adapt to gradual
change in access frequency. The situation like this might
be realized. In a real file-sharing P2P system, for example,
there might be a smash hit and a decline of public movies
and musics. There might be also a rapid increase and de-
crease of accesses disaster information. We consider a burst
traffic problem is a major issue in a P2P file-sharing system
as well as in the Internet.

The simulation run begins from the state that the av-
erage storage utilization ratio over all of peers is 0.5. The
initial state is set up as follows. Search and replication with
a constant replication probability of 0.5 is repeated until the
average storage utilization ratio reaches 0.5. Here, a file
replication method with constant replication probability is
referred to as path random replication (PRR), which was
used in our previous study [7].

4.2 Evaluation and Methods

The evaluation criterion for search performance is defined
using the number of hops required to find a file. A smaller
number of hops represents better search performance. The
evaluation criterion for load balancing performance is de-
fined using the standard deviation of s(d), where s(d) is the
average storage utilization/access ratio of peers of degree d
in the network. A smaller standard deviation represents bet-
ter load balancing ability.

We test 9 sets of (μ, λ), which makes up the combi-
nations of μ = {−0.5, 0, 0.5} and λ = {1, 10, 100}, with
N = 100 in Eq. (1). The simulation runs 50 times for each
combination. We observe the variation of the search perfor-
mance index and the load balancing performance index over
time. The method for comparison presented in the previous
study [5] uses the storage utilization ratio as L(x, t) instead
of the write storage access ratio in the method presented in
this paper. The simulation also runs with (μ, λ) = (0, 0) and
(μ, λ) = (10, 0) for comparison. The former corresponds to
the path random replication with replication probability of
0.5 and the latter corresponds to the approximation of the
path replication.

We plot the search performance index and the load bal-
ancing performance index with respect to time t. The graph
is plotted at t = 0, 10,000, 20,000, 50,000, 100,000, and
200,000. In order to evaluate the variation of performance
indices in detail just after the change of popularity trends,
we plot an additional 20 data every 50 units of times in each
of the above plots.

Finally, we compare the proposed method with the
previous method proposed in [5], which can work with-
out global knowledges as well, through simulation examina-
tions. In addition, we use the path replication and the path
random replication, which can also work without global
knowledges, for comparison. However, we do not compare
with the file replication methods that can not work with-
out global knowledges, e.g., the file replication method pro-

posed in [6], because the assumption about the available in-
formation for controlling the network adopted in these meth-
ods is different from that in the proposed method.

5. Results and Discussion

Figures 3(a), 3(b), and 3(c) show the variation of the search
performance, the load balancing performance with respect
to the write storage access ratio, and the load balancing per-
formance with respect to the storage utilization ratio over
time for μ = 0 and λ = 10, respectively. The method pre-
sented in this paper is referred to as access-based method
and the previously proposed method for comparison is re-
ferred to as utilization-based method hereinafter. These fig-
ures also include the result of path replication and path ran-
dom replication with replication probability of 0.5 for com-
parison. In this section, We mainly discuss the result of
μ = 0 and λ = 10. However, in order to investigate the effect
of μ and λ, we compare graphs of several combination of μ
and λ. Figures 4 and 5 are the graphs for (μ, λ) = (0, 100)
and (μ, λ) = (0.5, 10).

5.1 Load Balancing and Search Performance

Figure 3(b) shows that the utilization-based method and
access-based method exhibit quite different load balancing
performance with respect to the write storage access ratio.
That is, the load balancing performance with respect to the
write storage access ratio of the utilization-based method
is better than that of the access-based method in the initial
phase of the simulation, and becomes worse as the simula-
tion progresses, while that of the access-based method re-
mains constant. This would be due to the fact that the stor-
age utilization ratio is the cumulative value of access with
upper limit value, whereas the write storage access ratio is
the temporal variation of the access frequency. In order to
investigate the origin of these phenomena, we observe the
variation of the storage utilization ratio and the write stor-
age access ratio over time for peers of high and low de-
grees for μ = 0 and λ = 10. In this section, a peer with
over 100 degrees is referred to as a high-degree peer, and
a peer with less than 100 degrees is referred to as a low-
degree peer. The simulation is run 50 times. In order to
observe typical values of the storage utilization ratio and the
write storage access ratio, we first take average of these ra-
tios among the high-degree peers and the low-degree peers,
respectively. We then take average of these average values
over 50 runs. The simulation results are shown in Fig. 6.

Figure 6(a) shows that the overall trends over time in
write storage access ratios of high- and low-degree peers
remain essentially unchanged. In other words, the graph
includes spikes but is unchanged as a whole. In addition,
the difference value of write storage access ratios between
high- and low-degree peers is kept constant. This is because
frequent accesses in high-degree peers caused by frequent
arrivals of search queries are diffused over the network us-
ing a thermal diffusive mechanism. That is, the access dis-
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Fig. 3 Variation of performance indices over time for μ = 0 and λ = 10.

Fig. 4 Variation of performance indices over time for μ = 0 and λ = 100.

Fig. 5 Variation of performance indices over time for μ = 0.5 and λ = 10.

tribution among peers converges to an equilibrium due to
a continuous thermal diffusive process and constant diffu-
sive speed. This means that load balancing can be stably
achieved. Taking this into account, we can explain the fact
that load balancing performance of the write storage access
ratio in the access-based method is constant in Fig. 3(b).

Figure 6(b) shows that the storage utilization ratio of
high-degree peers has already reached the upper limit value
from the beginning of the simulation (i.e., time 0), while that
of low-degree peers gradually increases up to the upper limit
value with time. The reason for this result is that the path
random replication (PRR) for setting up the initial state of
the simulation created replicas of files more frequently in the

high-degree peers than the low-degree ones before starting
the simulation. Therefore, in the initial phase of the simula-
tion, the utilization-based method has a better load balanc-
ing performance because the difference of the utilization ra-
tio between high- and low-degree peers is very large. How-
ever, the load balancing performance of the utilization-based
method is degraded as the simulation progresses, and the
load balancing of the utilization-based method eventually
ceases to work, because storage utilization ratios of not only
high-degree peers but also low-degree peers reach the upper
limit value. In this case, the utilization-based method be-
comes equivalent to PRR method with constant replication
probability, 1/2 + 1/2 tanh(μ), because DL(x, t) in Eq. (5) is
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Fig. 6 Variation for high and low degree peers with time for μ = 0 and λ = 10.

zero, and its load balancing performance becomes worse.
Therefore, the load balancing performance with respect
to the write storage access ratio for the utilization-based
method is superior to that for the access-based method at the
beginning, but then becomes worse than the access-based
method, and finally becomes almost constant, as shown in
Fig. 3(b).

On the other hand, in Fig. 3(a), there is no marked dif-
ference among the search performance of the access-based
method, that of the utilization-based method, that of the path
replication method and that of the path random replication
method. Figure 3(c) shows that the access-based method is
inferior to the utilization-based method and path replication
method in terms of the load balancing performance with re-
spect to the storage utilization ratio, but that difference looks
small. However, Figs. 3(a) and 3(c) show that the search
performance and the load balancing performance with re-
spect to the storage utilization ratio become better and better
with time and reach the best in all methods, which are the
utilization-based method, the access-based method, the path
replication method and the path random replication method,
except for burst fluctuations caused by change of the popu-
larity trends (This point is discussed in the next subsection).
These observations mean that the file-sharing network can
be controlled by all of the file replication methods in the case
that load balancing performance is measured by the storage
utilization ratio. In other words, all methods, which are the
access-based method, the utilization-based method, the path
replication method and the path random replication method,
can control and stabilize the dynamic P2P file-sharing envi-
ronment from the viewpoint of the search performance and
the load balancing performance with respect to the storage
utilization ratio.

Figure 3(b) shows that the load balancing performance
with respect to the write storage access ratio becomes worse
and worse with time and reaches the worst in the utilization-
based method. On the other hand, those for the access-
based method, the path replication method and the path ran-
dom replication method remains essentially unchanged as a
whole. This means that the file-sharing network can be con-
trolled only by the access-based method, the path replica-
tion method and the path random replication method in the
case that the storage load performance is measured by the

Fig. 7 Spikes of load balancing index with respect to write storage access
ratio for μ = 0 and λ = 10.

write storage access ratio. However, the converged value of
the load balancing performance of access-based method is
superior to those of the path replication and the path ran-
dom replication. Therefore, the access-based method has
better load balancing performance than the path replication
method and the path random replication method.

5.2 Adaptability to Sudden Changes

Spikes are observed in the graph of the load balancing in-
dex in Fig. 3. These sudden deteriorations are accompanied
by changes of popularity trends of queried files. Immedi-
ate vanishing of the spikes is also observed in the graphs
in Fig. 3(a) and Fig. 3(b) and this indicates that both the
access-based and the utilization-based methods can con-
trol the file-sharing network adaptively in such a dynamic
P2P environment. Next, we compare the heights of spikes
of performance indices for access-based method with that
for utilization-based method in Fig. 3(b). Figure 7 shows
only spikes. Here, since spikes of access-based method and
utilization-based method are overlapped, they are arranged
alongside for easy comparison.

In Fig. 7, spikes in the graph of the write storage access
ratio for the access-based method are shorter than those for
the utilization-based method. Furthermore, the spikes of the
utilization-based method become longer with the increasing
time, however, those in the access-based method are con-
stant. Therefore, the access-based method is superior to the
utilization-based method with respect to adaptability to sud-
den change in access frequency to the peers caused by the
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Fig. 8 Dependency of search performance on parameters.

Fig. 9 Dependency of load balancing performance with respect to write storage access ratio on
parameters.

change of popularity trends.
Note that spikes are observed not in Fig. 6(b) but in

Fig. 6(a). These results indicate that the write storage access
ratio can be used for sensing changes of access frequency,
but the storage utilization ratio cannot be used for sensing
those because the storage utilization ratio has no reflections
of changes of access frequency in Fig. 6(b). The reason for
the difference in sensitivity between the storage access and
the storage utilization ratios is that while the write storage
access ratio is a temporal variation of the access frequency,
the storage utilization ratio is a cumulative value of the ac-
cess frequency. In the access-based method, the diffusive
process of the write storage access ratio can effectively work
to balance loads among the peers. However, the mechanism
to adapt to changes of access frequency in the utilization-
based method cannot be explained on the basis of the diffu-
sive process of the storage utilization ratio. Although the
utilization-based method cannot control the network with
diffusive load balancing after the storage utilization ratio of
all peers becomes almost the upper limit value, all the spikes
vanish immediately in Fig. 3(b). These facts indicate that
the utilization-based method does not control the network
in adapting to changes of access frequency. In other words,
the mechanism of the utilization-based method is probably
not the major cause of adaptation to changes of access fre-
quency. The most likely cause is distribution of access be-
cause replicas multiply widely over the network.

5.3 Meaning of Parameters μ and λ

Figure 8 show the relationship between search performance
and parameters μ and λ. Figure 9 show the relationship be-
tween storage load balancing performance with respect to
the write storage access ratio and parameters μ and λ. In
each figure, y-axis represents average value of performance
indices over the whole simulation time, where we exclude
spikes for the calculation of the average in order to see out-
line of performance. In Figs. 8(a) and 9(a), the x-axis rep-
resents μ. In Figs. 8(b) and 9(b), the x-axis represents λ.
Furthermore, Fig. 10 represents the relationship between the
heights of spikes of the load balancing performance with re-
spect to the write storage access ratio and parameters μ and
λ. In this figure, y-axis represents the average value of the
heights of spikes over the whole simulation time.

First, we discuss the meaning of μ. In Fig. 8(a) there
is no significant relation between the search performance
and μ. On the other hand, in Fig. 9(a) the load balancing
performance is degraded as μ becomes larger. In Sect. 3.4,
we show that μ is in the heat term of the state Eq. (12) and
the write storage access ratio L(x, t) becomes larger as μ be-
comes larger, namely many replicas are generated. These
simulation results show that the storage load balancing per-
formance degrades as the value of μ becomes larger because
many replicas are placed over the network. However, it is
not clear the relationship between the search performance
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Fig. 10 Dependency of spike of load balancing performance with respect to write storage access ratio
on parameters.

and the value of μ. Therefore, in the future work, we need
further investigation in order to show that μ is the parame-
ter that can tune the performance trade-off between search
performance and storage load balancing performance.

Next, we discuss the meaning of λ. In Fig. 8(b), there is
no significant relation between the search performance and
the value of λ. On the other hand, in Fig. 9(b), the stor-
age load balancing performance with respect to the write
storage access ratio is improved as the value of λ becomes
larger. However, in Fig. 10(b), the height of spikes of the
load balancing performance with respect to the write stor-
age access ratio becomes shorter as the value of λ becomes
larger. On the other hand, in Fig. 10(a), the height of spikes
of the load balancing performance with respect to the write
storage access ratio is independent of μ. In Sect. 3.4, we
show that λ is in the diffusion term of the state Eq. (12),
and the sensitivity to a variation of the write storage access
ratio L(x, t) becomes higher as λ becomes larger, namely
the access-based method makes the write storage access ra-
tio uniform quickly, however, search performance becomes
worse. Thus, it is suggested that λ is the parameter that can
tune the sensitivity to environment variation.

6. Conclusion

We proposed a file replication method using the write stor-
age access ratio as the load of a peer to achieve write stor-
age access load balancing in dynamic P2P file-sharing envi-
ronments. The simulation results showed that the proposed
method can achieve write storage access load balancing in
the dynamic environments. The good point of the proposed
method was that the performances of search and load bal-
ancing are stable at any time due to the use of the write stor-
age access ratio. In addition, theoretical analysis led to the
state equation, which has an analogy to a thermal diffusion
equation, and discussed the meaning of parameters of the
method using the simulation results.

In the future work, in addition to change in query dis-
tribution, we will consider other factors that cause dynamic
P2P environments as change in topology. In addition, in the
present scheme state equation, Eq. (12), has the heat term
and the reaction term, which is not complete diffusion equa-

tion. We will adopt the scheme that has only diffusion term
and examine the new scheme in the future work.
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